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ABSTRACT

Catastrophic events occur throughout the earth and first responders can benefit from
improved Command and Control (C2). Currently, military C2 capabilities, though
adequate in some settings, can be enhanced using virtual applications. This thesis seeks
as its goals to analyze and transform present Hastily Formed Network (HFN) capabilities
into a virtual HFN system, controlling for technology. We analyze this through
leveraging the Naval Postgraduate School (NPS) HFN and Virtualization and Cloud
Computing labs. The independent variables are defined as the current HFEN architecture
and Virtualization and Cloud Computing lab, and the dependent variables are defined as

cost and hardware.

Through this research effort, we explore, and perhaps improve, HFN capabilities
through available virtualization technologies. The additional technologies applied to the
current HEN system may aid in the speed of connectivity to the World Wide Web and
other mission-critical resources, thus promoting an enhanced C2 capability, and in turn
saving lives during HA/DR missions. This research points the way for future researchers
to continue leveraging virtualization technologies and cloud computing in HA/DR

settings.

The thesis research conducted and distributed is in the area of networking and
applied sciences in technology. The methodology and practices during the research
utilized cutting-edge technology while testing performance capabilities of virtualized
systems. The information gathering and research phase of this thesis directly applies

elements of information systems analysis.
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l. INTRODUCTION

A. BACKGROUND

During the last decade the world has experienced a plethora of unexpected
disasters, many of which were natural, others man made, occurring in many different
forms but each taking many lives and leaving large geographic areas without
communications. On September 11, 2001, the World Trade Center (WTC) in New York
City was destroyed by terrorists, killing 2,749 people. On December 26, 2004, a
magnitude 9.1 earthquake in the Indian Ocean caused a deadly tsunami, killing 283,000
people. On August 29, 2005, the major, category-5 Hurricane Katrina slammed into the
gulf coast of the United States, knocking out all computer networks, electricity, and
communications over a 90,000-square-mile area (Denning, 2006). Each of these disasters
could have benefitted from a rapidly deployable communication technology that was
quickly mobilized and immediately employed. However, during each event, the rapidly
deployed technology was organized differently and setup time was difficult to predict.
Each of these events was driven by the immediate need to create a fast and efficient
network that would be able to support the “military, civilian government, nongovernment
organizations, U.S. Department of Defense (DoD), and Homeland Security” (Denning,
2006).

The Naval Postgraduate School (NPS) designed and created its own Hastily
Formed Network (HFN) capability and lab with the goals to “facilitate cooperation
between disparate groups, promote tools for collaboration, learn capacity to improvise,
and foster leadership in a network” during HA/DR missions (Denning, 2006).
Subsequently, this NPS HFN has deployed to several HA/DR events since being stood up
such as: Southeast Asia tsunami (2004), Hurricane Katrina (2005), USNS Comfort &
USNS Mercy (2006, 2007), and the Haiti Earthquake (2010) (Steckler & Meyer, 2010).

In addition to the people who deploy to disasters, the technology that comprises
the NPS HFN consists of rapidly deployable “flyaway” kits (FLAKS) that are assembled

from various communications equipment. These Kits consist of rack mounted network
1



gear, Worldwide Interoperability for Microwave Access (WiIMAX) antenna/ODU,
Meshed Wireless Fidelity (Wi-Fi) access points, Broadband Global Area Network
(BGAN) Satellite Data unit, Laptops, Satellite Phones, Family Radio Service (FRS)
radios, generators, solar panels and wind turbines, batteries, inverters, and transformers.

All of this equipment is lightweight, portable and self-sustaining (Lancaster, 2005).

NPS also has a virtual cloud computing laboratory located in Root Hall. This
laboratory holds three server racks, which are used to support several technology classes,
Intel-based servers, several terabytes of storage, and other networking hardware.
Currently, the capabilities of this laboratory have been underutilized and are capable of
much more. The virtualized infrastructure, when combined with the NPS HFN capability

appears to have immense, and as of yet, untapped potential.

This research will focus on joining virtual application technology with the NPS
HFN capability, and will analyze the ability of HFNs to host virtual networks and the
electronic bandwidth needed to accomplish this task. The effort of this research will
examine the hardware and the improvements needed for the virtual HFN to be effective.
The research conducted in this thesis will also test software application aided elements in
command and control and the measurement of the data transfer speed using the virtual

HFN in a rugged environment.
B. SYSTEM EVOLUTION

Evolution is a constant in all systems whether it pertains to ecological, biological,
or technological systems. Bacteria, for example, have epitomized evolution since the
beginning of life. Bacteria, one of the simplest forms of life, has continually evolved and
adapted to its environment throughout time. An example of bacteria’s resiliency is its
ability to develop traits, specifically cell walls, which provide a rigid exoskeleton to
overcome this threat to its existence (Navarre & Schneewind, 1999). The medical
profession has introduced various forms of antibiotics to fight bacteria; yet, this simple
organism has adapted and overcome every drug or antibiotic that has been directed
toward it and has subsequently become more robust in multiple environments. A Hastily
Formed Network must also adapt to the environment in which it is placed and overcome

2



varied obstacles placed in its way. Examples of obstacles an HFN faces include, but are

not limited to, command and control, communications, and power.

As noted earlier, an HFN is not necessarily a technological web connecting
different nodes and groups together over a geographical area. An HFN, in its purest
form, are several groups coming together forming a communicative bond that enhances
one anothers’ capabilities. This bond can be formed by many types of communication
such as word of mouth, technologically enhanced communications, or hand delivered
messages- each designed to allow all parties to work together. The bond can also be
formed through interaction with outside agencies not within the geographical region via
the Internet, radio, and phone services among many other technological means. The
focus of this thesis is on the technological capabilities of an HFN and the enhancement of
command and control by adding virtualization technology capabilities to the HFN
system.

HFNs are a relatively simple concept when first introduced into a system. Natural
disasters occur; equipment is introduced and, after initial set-up, a point-to-point
connection is established via Broadband Global Area Network (BGAN)/Very Small
Aperture Terminal (VSAT) satellite connections to initially develop a node. Other
players are introduced into the system such as Non-Governmental Organizations (NGOs),
Inter-Governmental Organizations (1GOs), and other entities where a network needs to be
established forming a cluster system. The initial node morphs into a self-forming and
self-healing topology to enhance capabilities and ensure connectivity making the system
more robust. Over time, the system can become more and more complex depending upon
the circumstances and available resources. Yet, the HFN is continually evolving into
whatever temporary infrastructure is needed by the end-users and as stability returns to
the region affected.

C. VIRTUALIZATION

Virtualization technology is the means for multiple operating systems to be
installed and used in specific hardware such as a server, laptop, etc. Virtual technology
consolidates the hardware and instantly builds an environment that is built upon quality

3



assurance yet easily accessible remotely (Ryan & Helmke, 2010). VMWare is currently
leading the industry in server and desktop virtualization and is a major contributor to
cloud computing design and standardization. Other manufacturers such as Google and
Apple have recently introduced their own cloud computing for users of their products.
This research is focused more on the products from VMWare because of its applicability
to HFNs and rapid deployment. The products from other companies are specific to their
users and cannot be used nor manipulated to fit the NPS HFN for information assurance

reasons.

When virtualization is introduced into a system the system actually reverts in
complexity. The system needs less hardware, leaves a smaller footprint, and the network
becomes easier to manage. End users are able to use application specific software
through reach-back capabilities and the system is enhanced even further. System
virtualization allows organizations to run multiple operating systems and applications on
their hardware without needing to buy additional hardware. This optimizes hardware

usage and minimizes the network bandwidth requirements, thus increasing capabilities.

Virtualization technology hardware and software have evolved in the last decade.
The first clients were called thick clients. This hardware was often cumbersome and not
ideal for transportation and portability. The next client created was called the thin client,
which was smaller, lighter, and easily attachable to a computer monitor. The thin client
has all the capabilities of the thick client but is faster and is the primary device used
during this thesis research. The newest client device is called the “zero client,” which is a
very powerful technology capable of increasing the user speed along with its capabilities
because of its sole reliance on the server architecture. In essence, the thin client uses less
power than a thick client, and a zero client has no processing power at all. With the
correct bandwidth the zero clients have the capability to be the fastest device although

they use less power.

This thesis will focus on the impediments and enablers seen during the tests with

the virtualization/cloud computing lab in the virtualization chapter.



D. HASTILY FORMED NETWORKS

HFNs must have the ability to adapt to the surroundings they are placed in. For
example, during the Haiti earthquake the informational infrastructure of the Haiti
technological information network was virtually nonexistent. Additionally, the only fiber
optic cable connected to Haiti was severed during the earthquake (Goldstein, 2010).
However, in the Japan earthquake and tsunami of 2011 the network infrastructure was for
the most part still in place despite widespread devastation from the natural disaster
(Collins, 2011). The pre-existing conditions along with the current conditions in the

disaster area greatly affect the needs the HFN will fulfill.

HFNs are typically made up of a few flyaway kits that are taken by teams via air
or ground transportation. The central location of the HFN is initially set up followed by
nodes that are interconnected to make up the network. The central location provides the
initial connection to the Internet Protocol (IP) backbone (via satellite) and is more robust
than the nodes that branch out to create a larger footprint. However, the nodes should
have most if not all the same capabilities as the central location. The network nodes can
be connected via tools used during this research such as WiMAX antennas and receivers
and can be monitored by a network management tool. The central location will be the
central gateway to the Internet and will establish connectivity via satellite terminals such
as Very Small Aperture Terminals (VSATs) or Broadband Global Area Networks
(BGANS). Each location should have wireless access points to broadcast to users within

their Area of Responsibility (AOR). These terms and others are defined below.

E. DEFINITIONS

Antibiotic Any of a large group of chemical substances, as
penicillin or streptomycin, produced by various
microorganisms and fungi, having the capacity in
dilute solutions to inhibit the growth of or to destroy
bacteria and other microorganisms, used chiefly in the
treatment of infectious diseases.

Application The special use or purpose to which something is used:
a technology may have numerous applications never
considered by its inventors.

5



Bandwidth

BGAN

Cloud Computing
Cluster System

Command and Control

Communication
Database

Data Transfer
End User

Evolution
Exoskeleton

First Responder

Footprint

Gateway
HA/DR

Hardware

Hastily Formed Network

This is the transmission range of an electronic
communications device or system; the speed of data
transfer.

Broadband Global Area Network terminal, which is a
satellite earth terminal owned and operated by the
company InMarsat.

A model of computer use in which services stored on
the Internet are provided to users on a temporary basis.

This is all of the Department of Defense (DoD)/non
DoD organizations

The means by which a commander recognizes what
needs to be done and sees to it that appropriate actions
are taken. (Corps, 1996)

This is the act or process of communicating by any
means of communication.

A comprehensive collection of related data organized
for convenient access, generally in a computer.

Copying or moving data from one place to another,
typically via some kind of network.

The ultimate user for whom a machine, as a computer,
or product, as a computer program, is designed.

Any process of formation or growth.

An eternal covering or integument that is especially
hard, much like that of the shells of crustaceans.

A certified, often volunteer, emergency, medical, or
law enforcement officer who is the first to arrive at an
accident or disaster scene.

The shape and size of the area something occupies:
enlarging the footprint of the building; a computer
with a small footprint.

Portal to the Internet

Humanitarian Assistance/Disaster Relief mission
deploy to a disaster area

The mechanical equipment necessary for conducting
an activity, usually distinguished from the theory and
design that make the activity possible.

The ability to form multi-organizational networks
rapidly is crucial to humanitarian aid, disaster relief,
and large urgent projects.
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Infrastructure

Local Cloud

Manmade Disaster

Natural Disaster

Networking

Node

Operating System

Reach-Back
Regional Cloud
SATCOM
Server
Software

Speed
Standardization
Storage

System

Thick client

This encompasses the basic and underlying framework
or features of a system or organization.

Cloud created in a specific geographical area

This is a catastrophic occurrence or event, which is
caused by a human being, with intentions to inflict
harm upon others.

A catastrophic occurrence that is caused by the
elements of mother nature.

This is a supportive system of sharing information and
services among individuals and groups having a
common interest.

This is an extension from the command center that has
the same capabilities and functions.

This is the central application that usually is composed
of a GUI interface capable of running other
applications.

The ability to connect to a system that is located at a
different location.

A subset of the Internet Cloud that can be accessed
through a VPN connection

Satellite Communications needed for connectivity to
the Internet

This is a computer or program that supplies data or
resources to other machines on a network.

The programs used to direct the operation of a
computer, as well as documentation giving instructions
on how to use them.

The rate at which something moves, is done, or acts.

The ability of several systems or process to conform to
a standard.

The act or process of storing information in a
computer memory or on a magnetic tape, disk, etc.

This is a combination of things or parts forming a
complex or unitary whole.

A computer having its own hard drive, as opposed to
one on a network where most functions are carried out
on a central server.

7



Thin client A computer on a network where most functions are
carried out on a central server.

Virtualization Temporarily simulated or extended by computer
software: a virtual disk in RAM; virtual memory on a
hard disk.

VSAT Very Small Aperture Satellite Terminal comprising of

many different earth terminals varying in size, power,
and capabilities

VTC Video Teleconference Center, which is used for
conferencing

Wi-Fi a local area network that uses high frequency radio
signals to transmit and receive data over distances of a
few hundred feet; uses Ethernet protocol

WiMAX Wireless Microwave Access

Zero client A computer on a network where all functions are
carried out on a central server.

F. RESEARCH SCOPE

The virtualization/cloud computing technology can be capitalized on by the use of
Hastily Formed Networks. The scope of work for this thesis analyzes data from two
different scenarios in which to employ virtual clouds during an HA/DR mission. The
first scenario encompasses a regional cloud and the second scenario brings a local cloud

to the mission location.

1. Regional Cloud—The regional cloud is a large cloud that is hosted on a main
server that can hold large databases of information. This regional cloud can be accessed
from anywhere in the world via virtualization technology and the Internet. For security
purposes, the regional cloud should be accessed via Virtual Private Network (VPN)
established by a point-to-point connection; this would guard against possible network
attacks on the servers. This virtual cloud would be utilized for reach-back capabilities to
enterprise level databases using a satellite gateway to allow access via the Internet to this
cloud. The regional cloud would allow access to databases that cannot be accessed

locally.



The regional cloud enhances the capabilities of a first response team by allowing
them access to specific information that cannot otherwise be reached. An advantage of
this cloud is that it can be continually improved before a natural or manmade disaster
occurs making it ideal for storing information and allowing for improved reach-back
capabilities. This cloud can grow to encompass compatibility with other hand held
devices and can be as large as the database of information held on the servers. The
operators can use the virtual cloud to tap into their workplace operating system and use it
as if they were back in their office or place of work.

2. Local Cloud—The local cloud is for a minimum number of personnel who act
as the first responders. They would take a small network in a box that would have the
capability of hosting several virtualized operating systems accessible to those on the
team. By creating this local cloud, it would decrease the use of bandwidth and clear up
the clutter making the most efficient use of a small IP gateway such as a BGAN or a
VSAT connection more feasible. The local cloud would have to be created through a
deployable lightweight server that would be able to maintain virtual desktop operating

systems, which can be accessed via thick, thin, and zero client devices.

G. THESIS STRUCTURE

This thesis is organized in the following chapters:

Chapter I provides for the introduction and overview of this thesis.

Chapter Il gives a synopsis of specific case studies and networking lessons

learned.

Chapter 11l describes the advantages and disadvantages and the goals of

virtualization.

Chapter IV describes the various types of architectures along with the components
used to comprise a Hastily Formed Network.

Chapter V provides the measurements and requirements given for the research

specifically pertaining to bandwidth, capacity, throughput, and speed.



Chapter VI combines the concepts in the previous three chapters, analyzes them,
and presents recommended practices for DoD C2 Centers by using COTS VMs as C2
Models.

Chapter VII concludes this thesis and give recommends future research areas.
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Il.  CASE STUDIES OF NATURAL DISASTERS

A SEPTEMBER 11 TERRORIST ATTACKS

1. BACKGROUND

On September 11, 2001, the United States (U.S.) was attacked by the terrorist
group Al Qaeda on American soil. In the attack, the World Trade Center was
demolished, and the city of New York along with the rest of the world was left in shock.
At the same time there was an attack on the Pentagon in Washington, DC, destroying a
portion of the building. Both of the attacks killed thousands of American civilians and
caused chaos across the country. During and after the attacks the communications failed
due to the volume of calls for and by early responders, as well as a huge increase in
people calling to see if their loved ones were safe. All flights were grounded
immediately, with the entire nation waiting to see what horrific disaster would come next.
Later on, a flight was found to have crashed into the ground on its way to Washington,

DC, which also had been hijacked by terrorists.

The 9/11 terrorist attack is a classic example of a manmade disaster that left the
nation feeling vulnerable and helpless due to the lack of communications. Even during
the attack, firefighters did not have the capability to communicate with each other and
many lost their lives during the collapse of the Twin Towers. The government came to
realize there were many issues within information technology and networking
infrastructure. For example, the Office of Emergency Management (OEM), which was
located in the World Trade Center, had no ability to coordinate rescue efforts because of
the lack of communications. The OEM could not communicate with the Fire and Police
Departments, local and regional hospitals, and government officials. Ambulances were
dropping off injured civilians at the closest hospitals without knowing the capabilities and
available resources. Lastly, all rescue helicopters were grounded except for military

aircraft ready to fire on any unauthorized aircraft (Simon & Teperman, 2001).
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Had these issues been realized and fixed before this event occurred many lives
could have been saved. The military could have flown rescue helicopters under
coordination from the OEM. The Fire and Police Departments could have provided a
more synchronized coordination of efforts. The hospitals may have been able to save
more lives by directing all ambulances to hospitals with the best resources. The
communications problem resulted in more problems than all other factors combined
(Simon & Teperman, 2001). Not all disasters are manmade and few other disasters can be
predicted. =~ The nation must be constantly prepared for alternative forms of
communications or readily available networks. This thesis will discuss this further using

the disasters examples of Hurricane Katrina and Haiti Earthquake.
B. HURRICANE KATRINA

1. BACKGROUND

In 2005, Hurricane Katrina had devastating effects on the states bordering the
Gulf of Mexico, particularly the city of New Orleans. As the hurricane hit land, it pushed
a surge of water from the gulf further inland, flooding homes while the fierce winds
toppled buildings and trees. Thousands were killed and many more were left stranded
without food, shelter, and any communications to the outside world. The federal
government was slow to react to the situation due to the inexperience of the government
to handle natural disasters on such a large scale. President Bush later acknowledged in
his memoir that he was slow to make decisions during the initial stages of the aftermath
of Hurricane Katrina. However, he admitted that one of the main reasons he was slow to
make decisions was because of the poor communications and that the government “never
knew quite what was happening” (Bush, 2010). The government eventually sent the
National Guard and allowed several NGOs and IGOs into the city to restore order and
provide essential needs to the survivors. The communications networks were down and
cell phone coverage was nonexistent across vast populated areas. Survivors had no way

of communicating to loved ones that they were alive, nor did they have the ability to call

12



anyone for help. The local disaster zone governments also had no means of
communications to/from the disaster area until several organizations came together to

enable communication.

Two NPS teams were sent to the area to establish communications in the area.
The first NPS team, headed by faculty member and HFN Center Director Brian Steckler,
set up an ad hoc network Command and Control (C2) center at a Wal-Mart parking lot
and pushed the network services out to three other locations using WiMAX technology as
seen in Figure 1. A VSAT Satellite terminal was used as the gateway to the military
satellites to establish access to the Internet. The capabilities needed initially were the
ability to communicate with other parties via video teleconferencing (VTC) and
telephone services (VOIP). Once internet connection was established an 802.11 Wi-Fi
cloud was created to allow all users in the area access to the internet. Coordination with
the 1GOs and NGOs established a frequency usage chart and another company was able

to supply a surplus in bandwidth capability.
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Figure 1. Hurricane Katrina Network Infrastructure
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The second NPS team, headed by Dr. Alex Bordetsky, set up another network and
used Microsoft Groove as its primary communicative application software. This team
based its operations in Pascagoula, Mississippi, aboard the PCU-San Antonio (LPD-17)
as shown in Figure 2. The goals and achievements for this team were to support the
“Hancock Regional Medical Center; federal, state, and local ‘first responder,” and
displaced civilians” (Steckler & Bordetsky, Joint Task Force Katrina Relief Effort Brief,
2005).

Areas of Operation

IDET 1)

Figure 2. NPS Team Locations

The issues faced by the NPS teams during Hurricane Katrina were mostly with
the collaboration of efforts with the government and the NGOs and IGOs. The number of
organizations involved in the rescue efforts led to an abundance of satellite earth
terminals but lacked communication coordination. This thesis will not discuss the
relationships between the NGOs, 1GOs, and our government, but will rather focus on how

to enhance C2 capabilities with virtualized technologies.
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C. HAITI EARTHQUAKE

The Haiti Earthquake came suddenly and wrought havoc throughout the small
island, leaving it in disarray. The Haiti government was left in shambles and without any
means of communications due to the lack of technology. Many organizations instantly
came to the rescue providing relief for the survivors. An NPS crew led again by Brian
Steckler and the HFN Center was mobilized quickly and departed to Haiti to help in the
communications efforts. Upon arrival, it became clear that there had been little to no
communication between the government and the IGOs and NGOs on how to set up
communications. Each individual group in Haiti had its own VSAT or BGAN to
establish its own communications, but left the other groups out. This did not help the

Haiti government in its rescue efforts.

The NPS team took with them four BGAN units with Wi-Fi capabilities and a
SWE-DISH earth terminal for Internet connectivity. These devices were suitable
terminals for gateway access, but the cloud created would be difficult to manage. Also,
the ad hoc network that was set up would have the capability to connect to the Internet by
itself. Many other groups had this same capability but there was a lack of command and
control within the area of operations (AOR). Virtualization technology is a possible
solution to attain command and control and can also bring more capabilities to the area.

This thesis will further explore and discuss virtualization technologies in the next chapter.

Because of the many actors that had a role in the relief effort to provide aid to
Haiti, social networking was highly employed. This is the first instance that social media
had been used in this type of setting to aid in command and control. The strength of
social media in supporting an HFN is that information during these settings is found
through text messages, images, videos, blogs, etc., that are all forms of knowledge. The
empowerment from this knowledge, derived from its centralization, seemed more capable
in one setting, which turned out to be a form of social media. Decision makers are able to
make more informed decisions based on information gathered from social networks in the
disaster area. At the same time, information was sent out to friends and families about

the whereabouts of their loved ones to have the assurance of their safety. Social media fit
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extremely well with the HFN environment because of its ability to adapt and change to
the needs of the responders (Yates & Paquette, 2010).
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I1l.  VIRTUALIZATION/CLOUD COMPUTING

A BACKGROUND

Virtualization Technology is quickly revolutionizing the way we work with
computers and networks. Virtualization is defined as “the abstraction of one computing
resource from another computing resource” (Lowe, 2009). Virtualization is applicable to
all types of hardware and software applications and is used by single users, small
businesses, and enterprises. Through the use of virtualization, multiple operating systems
can be run on the same hardware. This technology can be pertinent to Hastily Formed

Networks (HFNs) because of its ability to deftly conform to the needs of the users.

The users of virtualization technology operate at the first (physical) and second
(data link) levels of the Open Systems Interconnection (OSI) model. The rest of the
levels of the OSI model carry content data. The system the users are operating, may use
layer one and two, but they are interacting with their system just like any other desktop

PC. The system will access the upper layers via the Internet or layer 3 of the OSI Model.

Layer 7 (Application Layer)

Layer 6 (Presentation Layer)

Upper Layers

Layer 5 (Session Layer)

Layer 4 (Transport Layer)

Layer 3 (Hetwork Layer)

Layer 2 (Data Link Layer) Lower Layers

Layer 1 (Physical Layer)

Figure 3. OSI Model from CCNA (From CCNA, 2011)
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Hastily Formed Networks need the combination of several technologies and
applications to enhance command and control. The first on-site responders to disasters
need essential applications and access to the Internet along with databases to properly
establish a central command location. The HFNs key attribute is its ability to conform to
the surroundings and enhance command and control within a geographical area.
Virtualization technology allows for the first responders to bring minimal equipment
capable of hosting multiple operating systems and applications pertinent to the needs of
the users.

Commercial off-the-shelf (COTS) hardware brought to a disaster zone optimizes
the user experience when connecting to virtualized systems. Specifications are often
aimed at VMware among many other vendors to ensure compatibility with the
hypervisor. The hypervisor is a software program that acts as a supervisor of other
systems and allows multiple operating systems to run on a single host computer. COTS
devices called clients have reach-back capabilities that allow for greater speeds of
connectivity to databases through a point-to-point connection generated through a
gateway via the Internet. This is a form of virtualized technology that uses hardware to

access a regional cloud to tap into available resources.

Hardware can also be transported to certain locations with limited Internet
connectivity to forward deploy pertinent virtualized operating systems and software
applications with a first response team. This type of virtual system is not reliant on the
World Wide Web (WWW) to function correctly and can establish a connection to the
users within a specific area of operations (AOR). Both virtualized systems are specific to

their surroundings and must be used correctly to enhance overall command and control.

Virtualized technology is evolving to the point where thick hardware clients are
becoming obsolete with the advancement of software on platforms such as notebooks,
handhelds, and tablets that can be easily deployed with the users and that can easily
access the virtual clouds. This hardware can use software application such as VMware
Elastic Sky X Integrated (ESXi) to access a virtual system or partition a personal device
with multiple operating systems. The virtual technology sits between the physical server

and the operating system (Dell, 2011). With the virtualization concept housing the data
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in the rear the system can be run on multiple servers allowing for redundancy, high
availability, distributed resource sharing, and fault tolerance. Below are a few devices

that can aid in the deployment of virtualization technology.
B. VIRTUAL DESKTOP INFRASTRUCTURE (VDI)

VDI is a virtual technology that centralizes operating systems and applications on
client machines that run on a hypervisor on a shared server. This architecture is designed
to reduce the reliance on the user’s computing environment and allows support staff to
fully aid clients in a virtual environment. The endpoint devices most commonly used are
“blade PCs, software clients, thin clients, and zero clients” (Panologic, 2010) that capture

the data and project it onto a screen.

Figure 4. Client-Server Architecture from Panologic (From Panologic, 2010)

Virtualization Technology first began in the 1990s with the thick client as its
primary hardware communications device. This device, when attached to a computer,
becomes a client in a client-server architecture. A thick client is a standalone device that
does not need to be connected to the network to function. It has the ability to process
information by itself when it is not connected to the network (Hewlett, 2008). The thick
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client is ideal for a Hastily Formed Network should the Internet connection be lost. Also,
the thick client alleviates traffic to the server’s infrastructure because of its own
processing capability (Hewlett, 2008).

VMware decided to shift more of the processing burden onto the server, which led
to the creation of the thin client. The thin client is based on a client-server approach VDI
that allows the user to maintain functional and storage capabilities. The thin client is a
lightweight, portable device that can attach to any client device or monitor to work. The
thin client relies heavily on a server to function and is essentially a device that projects
the data received from the server onto a screen. It is ideal for speed and allows the users
to function as if they were using their computer from the home or office. In an HFN
setting, the thin clients would need to have access to necessary bandwidth to function
correctly. However, a thin client does have an embedded operation system such as Linux
or Microsoft XP® and limited processor, memory, and storage capabilities. This allows it
to run some applications locally should connectivity to the Internet become disrupted.
Thin clients also offer a security advantage by having write-protected disk drives. Should
a system become compromised, simply turning it off will remove whatever malware was
present, and the operating system (O/S) can be patched to prevent the breach occurring in

the future.
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Figure 5. Thin client Architecture from Panologic (From Panologic, 2010)

Recently, the zero client has been produced to increase the speed of
communication between the client and the server. The zero client was developed by
Wyse in 2010 “which is like a thin client, but with less to manage and maintain on the
client device itself” (Madden, 2010). The zero client is designed so that the clients
device has no processing or management, thus increasing system speed. Further
performance gains are achieved by optimizing the communications protocol, and
VMware now utilizes a software known as PC-over-1P (PColP®), which was developed
by Teradici (Leibovici, 2010). This optimizes communications between the client and
server, particularly video performance, which is critical for improved end-user

experience.

The zero client requires a monitor or some device to display the image and is
centralized in functionality. It does not work with other operating sytems nor storage
devices on the users end to free up system speed, reduce complexity, and enhance

security. The speed is directly related to bandwidth and the speed of the server housing
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the virtual operating system. The system becomes immediately hardened by zero clients
because of the lack of client side operating systems and the inability of users to use
storage devices. Storage devices such as flash drives or external hard drives have been
persistent problems in the past for many businesses in the civilian sector and the
government as a whole. These devices have the ability to load sensitive data onto a
small, easily transportable, albeit unauthorized device that, can easily leak out classified

information.

Figure 6. Zero client Architecture from Panologic (From Panologic, 2010)

The thick client data flow process and speed deterrence tends to appear like that
depicted in Figure 7. The user will use a computer or other PC device to access a
virtualized operating system from a server. The server will send the data back to the
computer for usage. The speed of the data flow is dependent upon the computer’s
processor, bandwidth used to access the server, and the server’s processor. If any of

these speed dependencies are functioning slowly for any reason the data flow will be
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slowed. However, the thick client can house the virtual machine on the computer rather
than the server and be able to work without the proper connection to the server. The thick
client is ideal for situations where the user needs to be able to work with limited access to

the server.
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Figure 7. Thick client Speed

The thin client has limited power with the user device and must rely more upon
the bandwidth and the server processor. Once the link to the server is established, the
computer processor is obsolete. The thin and zero clients rely heavily upon the
bandwidth connection to the server and project the operating system from the server to
the user’s device monitor. The thin client and the administrator both have the ability to
interact locally with the server operating system and applications. The thin client does
not have the ability to toggle between platforms locally on the user’s device, which

makes it dependent on the server’s processor and bandwidth connection.
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Figure 8. Thin client Speed Factors

The zero client has no computer processor power at the user end and must rely
solely upon the bandwidth and the server’s processor for the data flow optimum speed.
The zero client is simply a projection device of the operating system stored on the server.
The zero client data flow is depicted in Figure 9, which shows the lack of dependence on
local processors. However, the zero client must have a good bandwidth connection to

function properly.
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Figure 9. Zero client Speed Factors
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C. CLOUD COMPUTING

Virtualization technology is at the heart of cloud computing. Cloud computing is
defined as “the ability to utilize scalable, distributed computing environments within the
confines of the Internet” (Kaufman, 2009). Cloud computing has evolved since the
1960s, when JCR Licklider introduced the concept at the Advanced Research Projects
Agency and coined the term as “intergalactic computer network” (Kaufman, 2009).
Since then, cloud computing has gradually evolved with an exponential growth in the

1990s when virtual private networks (VPN) were introduced into the cloud concept.

The cloud has not precisely been defined because of its evolving paradigm;
however, the United States National Institute of Standards and Technologies gives it
further definition stating, “Cloud computing is a model for enabling convenient, on-
demand network access to a shared pool of configurable computing resources that can be
rapidly provisioned and released with minimal management effort or service provider
interaction” (NIST, 2011). The cloud is a way to leverage resources for users in a simple

and manageable way as shown in Figure 10.

Figure 10. The Internet Cloud (From Alkima, 2011)

The “cloud” has often been used as a metaphor for the Internet. If the Internet can

be a cloud than nodes that are connected to the Internet cloud can be considered clouds
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within the Internet cloud. This research identifies two different clouds, the regional cloud
that would be considered a subset of the Internet cloud because the only access to it is
through a point-to-point portal via the Internet, and a local cloud, created specifically for
a locality, which would have limited access to the Internet cloud. Regardless of the
cloud, all clouds are inherently based on a virtual infrastructure. After building the cloud
base, the architecture can be applied and ultimately a dynamic cloud that is self-serving,
application sharing, and has the ability to self serve is created as shown in Figure 11 of
Amazon’s Cloud Computing Adaptation Model.

Figure 11. Cloud Computing Pyramid Architecture from Amazon (From Edge, 2011)

Both the regional and local clouds created consist of a server platform that is able
to service multiple operating systems depending on their capacity. Naturally the regional
cloud would be more robust and have more capabilities than the local cloud. The
regional cloud would need substantial bandwidth through the Internet to function
appropriately. On the other hand, the local cloud is self-supportive and would need
limited or no access to the Internet cloud because of the ability to support local databases.
Figure 12 depicts the basic hardware needed to create a cloud and what the infrastructure
might look like.
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Figure 12. Cloud Computing Basic Architecture (From Rajasekar, 2011)
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IV. HASTILY FORMED NETWORKS

A. BACKGROUND

Hastily Formed Networks (HFNSs) are used to create nodes in areas where there is
currently no network connectivity. HFNSs act as an extension of the enterprise network to
facilitate aid to Humanitarian Assistance/Disaster Relief (HA/DR) missions. These
missions must be flexible in nature because they are unpredictable and the HFN team
must be ready to depart to the area with little notice. The HFN node must have “reach-
back” capabilities, which is the ability to obtain products, services, and applications that
are not forward deployed. The Department of Defense (DoD), in particular, has a vested
interest in the “reach-back” capabilities of the HFN for data from the enterprise databases
to be readily available to the first responders. This thesis will discuss briefly later in this
chapter the flexible nature of the Hastily Formed Network in relation to the Enterprise,
the best architectural fit for a HFN along with the impact of virtualization on the system,

and the data flow between the HFN and the Enterprise network.

The architecture of a typical HFN with data capabilities usually consists of an
internal network and a portal to the Internet. Usually for the internal network there is a
switch that will direct the flow of data in the internal network. Often, there will be a
wireless port that is set up for users to access the network wirelessly. WiMAX terminals
may be used to connect to other nodes of the branched network. The setup will have at
least one portal that links to the satellite. The portal is also called the gateway and will

transmit data from the external network to the internal network.

Virtualization technology can aid in the reach-back capabilities of the HFN and
the components could easily be added to the Rapid Response Kit (RRK) of a first
responder. The RRK is the gear initially taken with a first responder to a disaster area.
Ideally, the RRK would have the capabilities associated with an internal virtual hastily
formed network supported by a regional cloud for reach-back capabilities. The
bandwidth needed to properly maintain a point-to-point conduit for reach-back to a

database would be difficult. However, with virtualization technology, the bandwidth
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needed for reach-back capabilities should be less. The reason for less bandwidth being
needed with virtualization technology is that only selected individuals that need
information from the enterprise would be allowed the reach-back capability. The HFN
can also use a portal to VPN into the Marine Corps enterprise network. Virtualization
technology can also be taken advantage of by taking the virtual system to the HA/DR
area to set up a local cloud that can be accessed within a defined area by several
individuals. Consequently, the network manager would be better capable of controlling
the flow of traffic through the gateway.

The virtual HFN is smart and dynamic in nature and has the ability to provide
services to many more users because of lower bandwidth utilization along with a smaller
footprint. To apply the virtual concept to the HFN, a server along with a storage device
with redundant capability will be needed to back up all the data for the system. This is
the most ideal virtual system for the initial stages of an HA/DR mission that has little to
no infrastructure already set up. For example, when a team flies into a natural disaster or

humanitarian relief area, they will set up the virtual system in a systematic method.

The initial setup of the virtual system will begin with the gateway terminal, which
will establish a link with the satellite. Once the link has been established, the gateway
terminal will then request access to the Internet by using IP address configuration with
the host satellite. This setup can also be accomplished in parallel, not in series. This
reduces total set-up time and gets the system working sooner. Once the flow of data
begins to enter the system, then the internal virtual network can be established. The data
will go from the gateway to a switch and then to a server that will be the host for the
virtual application for all end users. The server will then send the applications to the
switch, which will determine where the data goes next. The data will either go to the
wireless 802.11 port or to a hub or switch that the user’s computers can be connected to
via 802.3. The users will send a request to the server to use the virtual applications on

their computers via a software broker. In VMware, this is known as a connection broker.

The virtual setup can create an ordered environment for a HA/DR mission
initially. The setup can also enhance capabilities of end users, leave a smaller footprint,

and require less equipment. All the data that is used for this setup will be stored in a
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memory bank such as a Network Attached Storage (NAS) device or something similar
and light weight. Solid state hard drives could be used, as they require less power and
have no moving parts, which improves their survivability in a mobile environment and

has the added benefit of much higher performance than traditional spindle drives.

Applying this methodology to a hypothetical real world situation helps to
understand the complexity of a virtual HFN. By placing it in an environment that is
representative of a disaster area aids in understanding the impact of virtualization
technology in this scenario. For example, if a category 5 hurricane reaches the city of
Miami then the resultant floods would have destroyed all communications lines and any
infrastructure in the area. In this example, a team would be dispatched with the HFN
equipment and makes the base camp at the airport. The team establishes a link to the
satellite within 30 minutes with a Very Small Aperture Terminal (VSAT) such as a
Tachyon or Cheetah earth terminal. The IP addresses are input into the terminal and the
team establishes connectivity with the World Wide Web (WWW). The internal network
set-up begins by connecting the server, switch, 802.11 wireless port, and as many 802.3

connections as needed for the end nodes that have been brought down with the team.

Once the equipment has been set up, the users will then begin to access
applications from the virtualized server operating systems application servers. These
applications will be preloaded onto the virtualized desktop operating system of each
virtual desktop so as to fit the needs of the mission. Applications such as Skype, Google
+, and other programs will use less bandwidth because of the virtual architecture and will
be less likely to cause a bottleneck in the system. This scenario depicts what could occur

if a virtual HFN were used during HA/DR missions.
B. HFN BUSINESS ARCHITECTURE

The business architecture needs to be defined for the need of an HFN along with
the integration and standardization of this network. Currently, the HFN has issues with
disseminating information to remote areas. Many mobile to base-station to mobile or
mobile to mobile routing technologies are used with little utilization of mesh routing.
The only gateway to the Internet is through satellites in most scenarios, however, in some
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cases, occurring with more developed countries such as the Japan earthquake and

tsunami, the present gateway infrastructure was intact and usable.

The business processes and functions are needed to understand the HFN system
architecture and can be defined through agility and environmental turbulence. Agility
and flexibility, in a business technology setting, are often used interchangeably and can
define the timeframe of a business process along with the ability of the system t